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Sona College of Technology, Salem 

(An Autonomous Institution) 

Courses of Study for ME I Semester under Regulations 2019 

Computer Science and Engineering 

Branch: M.E. Computer Science and Engineering 

S. No Course Code Course Title  Lecture Tutorial Practical Credit 
Total  

Contact Hours 

Theory 

1 P19CSE101 Mathematical Foundations of Computer Science 2 1 0 3 45 

2 P19CSE102 Advanced Data Structures  and Algorithms 3 0 0 3 45 

3 P19CSE103 Advanced Network Principles and Protocols 3 0 0 3 45 

4 P19CSE104 Artificial Intelligence 3 0 0 3 45 

5 P19GE101  Research Methodology and IPR 2 0 0 2 30 

6 P19GE702 Audit Course: Stress Management by Yoga 2 0 0 0 30 

Practical 

7 P19CSE105 Advanced Data Structures and Algorithms Laboratory                   0 0 4 2 60  

8 P19CSE106 Network Programming Laboratory   0 0 4 2 60 

Total Credits 18  

 

Approved by 

 

Chairperson, Computer Science and Engineering BOS     Member Secretary, Academic Council       Chairperson, Academic Council & Principal 

              Dr.B.Sathiyabhama      Dr.R.Shivakumar           Dr.S.R.R.Senthil Kumar 

Copy to:- 

 HOD/CSE, First Semester ME CSE Students and Staff, COE 
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Sona College of Technology, Salem 

(An Autonomous Institution) 

Courses of Study for ME II Semester under Regulations 2019 

Computer Science and Engineering 

Branch: M.E. Computer Science and Engineering 

S. No Course Code Course Title Lecture Tutorial Practical Credit 
Total  

Contact Hours 

Theory 

1 P19CSE201 Advanced Databases 3 0 0 3 45 

2 P19CSE202 Machine Learning 3 0 0 3 45 

3 P19CSE508 Professional Elective –  Internet of Things 3 0 0 3 45 

4 P19CSE506 Professional Elective  –  Software Testing 3 0 0 3 45 

5 P19CSE513 Professional Elective –  Bigdata Analytics 3 0 0 3 45 

6 P19GE701 Audit Course –  English for Research Paper Writing 2 0 0 0 30 

Practical 

7 P19CSE203 Advanced Database Laboratory 0 0 4 2 60 

8 P19CSE204 Machine Learning Laboratory 0 0 4 2 60 

Total Credits 19  

 

Approved by 

 

Chairperson, Computer Science and Engineering BOS     Member Secretary, Academic Council       Chairperson, Academic Council & Principal 

              Dr.B.Sathiyabhama      Dr.R.Shivakumar           Dr.S.R.R.Senthil Kumar 

Copy to:- 

 HOD/CSE, Second Semester ME CSE Students and Staff, COE 



rA ( nest
Sona C611ege ofTechaology, Salem

(An Autonomous Institution)
Courses of Study for ME III Semester under Regulations 2019

Computer Science and Engineering
Branch: M.E. Computer Science and Engineering

S. No 1 Cour Course Title Lecture 1 Tutorial Practical I Credit I Total
Contact

Hours

Theory

Professional Elective Network Security/

Professional Elective Data Warehousing and Data Mining

Open Elective Advanced Mobile Technology and its applications.

Practical

Project Work Phase- 1
//

1

2

3

4

P19CSE505 '

P19CSE5 IO

P19WMC602

3

3

3

0

0

0

0

0

a

3

3

3

45

45

45

P19CSE301
Z

0 To 16

Total Credits

8

17

240

Approved by

iaeering BOSChairperson, Col
athi

Chairperson, Acade,#Council & Principal
Dr. S.R.R.Senthil Kumar

Copy to:-
HOD/CSE, Third Semester ME CSE Students and Staff, COE

5.07.2023 Regulations-2019
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Sona College of Technology, Salem 

(An Autonomous Institution) 

Courses of Study for ME I Semester under Regulations 2019 

Computer Science and Engineering 

Branch: M.E. Computer Science and Engineering 

S. No Course Code Course Title  Lecture Tutorial Practical Credit 
Total  

Contact Hours 

Theory 

1 P19CSE101 Mathematical Foundations of Computer Science 2 1 0 3 45 

2 P19CSE102 Advanced Data Structures  and Algorithms 3 0 0 3 45 

3 P19CSE103 Advanced Network Principles and Protocols 3 0 0 3 45 

4 P19CSE104 Artificial Intelligence 3 0 0 3 45 

5 P19GE101  Research Methodology and IPR 2 0 0 2 30 

6 P19GE702 Audit Course: Stress Management by Yoga 2 0 0 0 30 

Practical 

7 P19CSE105 Advanced Data Structures and Algorithms Laboratory                   0 0 4 2 60  

8 P19CSE106 Network Programming Laboratory   0 0 4 2 60 

Total Credits 18  

 

Approved by 

 

Chairperson, Computer Science and Engineering BOS     Member Secretary, Academic Council       Chairperson, Academic Council & Principal 

              Dr.B.Sathiyabhama      Dr.R.Shivakumar           Dr.S.R.R.Senthil Kumar 

Copy to:- 

 HOD/CSE, First Semester ME CSE Students and Staff, COE 
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P19CSE102 ADVANCED DATA STRUCTURES AND ALGORITHMS   LT P C M    

                   3 0 0 3 100 

COURSE OUTCOMES 

At the end of the course, the students will be able to 

1. Design algorithms to solve real-time problems 

2. Design and develop algorithms using various hierarchical data structures 

3. Develop Graph algorithms to solve real-life problems 

4. Apply suitable design strategy for problem solving 

5. Analyse various NP hard and NP complete problems 
 

CO / PO, PSO Mapping 

(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs 

 

Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO

1 

PO

2 

PO

3 

PO

4 

PO

5 

PO

6 

PO

7 

PO

8 

P0

9 

PO1

0 

PO1

1 

PO1

2 

PSO

1 

PSO

2 

PSO

3 

CO1 3 3 3 3 2 2 2 2 1 2 2 3 3 3 3 

CO2 3 3 3 3 2 2 2 2 2 2 2 3 3 3 3 

CO3 3 3 3 3 2 2 2 2 2 2 1 3 3 3 3 

CO4 3 3 3 3 2 2 2 2 2 2 2 3 3 3 3 

CO5 3 3 3 3 2 2 2 2 2 2 2 3 3 3 3 

 

UNIT I ROLE OF ALGORITHMS IN COMPUTING     9 

Algorithms – Algorithms as a Technology- Insertion Sort – Analyzing Algorithms – Designing Algorithms- 

Growth of Functions: Asymptotic Notation – Standard Notations and Common Functions- Recurrences: The 

Substitution Method – The Recursion-Tree Method 

 

UNIT II HIERARCHICAL DATA STRUCTURES    9 
Binary Search Trees: Basics – Querying a Binary search tree – Insertion and Deletion- Red-Black trees: 

Properties of Red-Black Trees – Rotations – Insertion – Deletion -B-Trees: Definition of Btrees – Basic 

operations on B-Trees – Deleting a key from a B-Tree- Fibonacci Heaps: structure – Mergeable-heap 

operations- Decreasing a key and deleting a node-Bounding the maximum degree. 

 

UNIT III GRAPHS         9 

Elementary Graph Algorithms: Representations of Graphs – Breadth-First Search – Depth-First Search – 

Topological Sort – Strongly Connected Components- Minimum Spanning Trees: Growing a Minimum 

Spanning Tree – Kruskal and Prim- Single-Source Shortest Paths: The Bellman-Ford algorithm – Single-

Source Shortest paths in Directed Acyclic Graphs – Dijkstra‘s Algorithm; All-Pairs Shortest Paths: Shortest 

Paths and Matrix Multiplication – The FloydWarshall Algorithm 
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UNIT IV ALGORITHM DESIGN TECHNIQUES     9 

Dynamic Programming: Matrix-Chain Multiplication – Elements of Dynamic Programming – Longest 

Common Subsequence- Greedy Algorithms: An Activity-Selection Problem – Elements of the Greedy 

Strategy- Huffman Codes. 

 

UNIT V NP COMPLETE AND NP HARD      9 

NP-Completeness: Polynomial Time – Polynomial-Time Verification – NP- Completeness and Reducability 

– NP-Completeness Proofs – NP-Complete Problems 

Total: 45 Hours 

REFERENCE BOOKS 

1. Alfred V. Aho, John E. Hopcroft, Jeffrey D. Ullman, Data Structures and Algorithms, Pearson 

Education, Reprint 2006. 

2. S.Sridhar,Design and Analysis of Algorithms‖, First Edition, Oxford University Press, 2014. 

3. Robert Sedgewick and Kevin Wayne, ―ALGORITHMS, Fourth Edition, Pearson Education, 2011. 

4. Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rivest, Clifford Stein, ―Introduction to 

Algorithms‖, Third Edition, Prentice-Hall, 2011. 

5. Anany Levitin, Introduction to the Design and Analysis of Algorithms, Pearson Education, Third 

Edtion 2017. 

6. Ellis Horowitz, Sartaj Sahni, Susan Anderson-Freed, Fundamentals of Data Structures in C, Universities 

Press; Second edition, 2008. 
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P19CSE103 ADVANCED NETWORK PRINCIPLES AND PROTOCOLS 

L    T     P   C    Marks 

          3    0     0    3    100 

COURSE OUTCOMES 

At the end of the course, the students will be able to 

1. Describe the fundamental concepts of computer networks 

2. Analyze the QoS properties in BE and GS models 

3. Describe the basic working principles of LTE networks 

4. Analyze the performance of SDN 

5. Analyze the performance of NGN 

 

CO / PO, PSO Mapping 

(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs 

 

Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 P09 PO10 PO11 PO12 PSO1 PSO2 PSO3 

CO1 3 3 3 3 2 3 1 1 2 2 2 3 2 3 3 

CO2 3 3 3 3 3 2 1 1 1 2 1 3 1 3 3 

CO3 3 3 3 2 3 3 2 1 1 1 2 3 2 3 3 

CO4 3 3 3 3 3 2 2 1 1 2 2 3 1 3 3 

CO5 3 3 3 3 3 3 3 1 1 2 2 3 2 3 3 

 

UNIT I FOUNDATIONS OF NETWORKING      9 
Communication Networks –Network Elements –Switched Networks and Shared media Networks – 

Probabilistic Model and Deterministic Model –Datagrams and Virtual Circuits –Multiplexing–Switching -

Error and Flow Control –Congestion Control –Layered Architecture –Network Externalities –Service 

Integration. 

  

UNIT II QUALITY OF SERVICE         9 

Traffic Characteristics and Descriptors –Quality of Service and Metrics –Best Effort model and guaranteed 

Service Model –Limitations of IP networks –Scheduling and Dropping Policies for BE and GS models –

Traffic Shaping Algorithms–End to End Solutions –Laissez Faire Approach –Possible improvements in TCP 

–Significance of UDP in Inelastic Traffic 

 

UNIT III NEXT GENERATION NETWORKS       9 
Introduction to next generation networks - Changes, Opportunities and Challenges, Technologies, Networks, 

and Services, Next Generation Society, future Trends. Introduction to LTE-A –Requirements and 

Challenges, network architectures –EPC, E-UTRAN architecture-mobility management, resource 

management, services, channel -logical and transport channel mapping, downlink/uplink data transfer, MAC 

control element, PDU packet formats, scheduling services, random access procedure. 
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UNIT IV SOFTWARE DEFINED NETWORKING     9 
Evolution of SDN -Control Plane - Control and data plane separation - Network Virtualization - Data Plane - 

Programming SDNs - Verification and Debugging - openflow networks. 

 

UNIT V NGN ARCHITECTURE        9 

Evolution towards NGN-Technology requirements, NGN functional architecture- Transport stratum, service 

stratum, service/ content layer and customer terminal equipment function. NGN entities, Network and 

Service evolution -fixed, mobile, cable and internet evolution towards NGN 

Total: 45 Hours 

REFERENCE BOOKS 

1. James Macfarlane,” Network Routing Basics: Understanding IP Routing in Cisco Systems”, Wiley 

edition 1 2006. 

2. Jean Warland and Pravin Vareya, „High Performance Networks‟, Morgan Kauffman Publishers, 

2002 

3. Larry L Peterson and Bruce S Davie, „Computer Networks: A Systems Approach‟, Fifth Edition, 

Morgan Kaufman Publishers, 2012. 

4. Jingming Li Salina, Pascal Salina "Next Generation Networks-perspectives and potentials" Wiley, 

January 2008. 

5. Madhusanga Liyanage, Andrei Gurtov, Mika Ylianttila, "Software Defined Mobile Networks beyond 

LTE Network Architecture", Wiley, June 2015. 

6. Thomas Nadeau, Ken Gray, "SDN - Software Defined Networks", O'reilly Publishers, 2013. 

7. Savo G Glisic," Advanced Wireless Networks- Technology and Business models", Wiley, 3rd 

edition- 2016. 

8. Thomas Plavyk, ―Next generation Telecommunication Networks, Services and Management‖, 

Wiley & IEEE Press Publications, 2010. 
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P19CSE104   ARTIFICIAL INTELLIGENCE L    T     P   C    Marks 

         3     0     0    3     100 

COURSE OUTCOMES 

At the end of each unit, the students will be able to 

1. Design an intelligent agent by considering the nature of environment and applications 

2. Solve the problems related to search application 

3. Design knowledge base for any application using propositional/first order logic 

4. Implement a suitable multi agent system for the given problem 

5. Design a communicative agent for NLP application 

CO / PO, PSO Mapping 

(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs 

 

Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 P09 PO10 PO11 PO12 PSO1 PSO2 PSO3 

CO1 3 3 3 2 1 2 2 2 2 2 2 2 2 3 3 

CO2 
3 3 3 2 2 2 1 1 2 2 1 3 2 3 3 

CO3 3 3 3 2 2 1 2 2 2 1 2 2 2 3 3 

CO4 3 3 3 2 2 2 2 2 2 3 3 3 2 3 3 

CO5 
3 3 3 2 2 1 2 3 2 1 3 1 2 3 3 

 

UNIT I INTRODUCTION         9 

Introduction to Artificial Intelligence-The Foundations of Artificial Intelligence. The History of Artificial 

Intelligence-Intelligent Agents: Agents and Environments-The Concept of Rationality-The Nature of 

Environments-The Structure of Agents- Problem-Solving Agents-Example problems 

 

UNIT II PROBLEM SOLVING USING SERACH TECHNIQUES   9 

Uninformed Search Strategies- Avoiding Repeated States- Searching with Partial Information- Informed 

Search and Exploration: Informed (Heuristic) Search Strategies- Heuristic Functions- Local Search 

Algorithms and Optimization Problems- Constraint Satisfaction problems-Adversarial search- minimax 

algorithm- Alpha-Beta pruning 

 

UNIT III KNOWLEDGE AND REASONING       9 

Knowledge-Based agents – Logic –Propositional logic – First order logic- Representation – Syntax and 

semantics – Knowledge engineering – Inference in First order logic- Unification and lifting- Forward and 

backward chaining-Resolution 

 

UNIT IV SOFTWARE AGENTS       9 

Architecture for Intelligent Agents – Agent communication – Negotiation and Bargaining – Argumentation 

among Agents – Trust and Reputation in Multi-agent systems. 
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UNIT V COMMUNICATION AND APPLICATIONS OF AI    9 

Communication: Phrase Structure Grammars - A Formal Grammar for a Fragment of English- Syntactic 

Analysis (Parsing) – Augmented Grammar and Semantic Interpretation - Machine translation –Speech 

recognition Tool for Artificial Intelligence -Tensor flow and IBM Watson 

Total: 45 Hours 

REFERENCE BOOKS 

1. S. Russell and P. Norvig, “Artificial Intelligence: A Modern Approach”, Third Edition, Prentice Hall, 2015 

2. Gerhard Weiss, ―Multi Agent Systems‖, Second Edition, MIT Press, 2013. 

3. Nils J. Nilsson, “Artificial Intelligence: A New Synthesis”, Harcourt Asia Pvt. Ltd., 2009. 

4. George F. Luger, “Artificial Intelligence-Structures and Strategies for Complex Problem Solving”, 

Pearson Education, 2009. 

5. Tom Mitchell, “Machine Learning”, McGraw Hill, 2015. 

6. P. Flach, “Machine Learning: The art and science of algorithms that make sense of data”, Cambridge 

University Press, 2012. 

7. M. Mohri, A. Rostamizadeh, and A. Talwalkar, “Foundations of Machine Learning”, MIT Press, 

2012. 
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P19CSE105 ADVANCED DATA STRUCTURES AND ALGORITHMS LABORATORY 

      L T P C M 

                 0 0 4 2 100 

COURSE OUTCOMES 

At the end of course, the students will be able to 

1. Design and implement basic and advanced data structures for real applications+ 

2. Design algorithms using graph structures 

3. Implement  for real applications using design techniques 

CO / PO, PSO Mapping 

(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 P09 PO10 PO11 PO12 PSO1 PSO2 PSO
3 

CO1 3 3 3 3 3 2 2 2 3 3 2 2 3 3 3 

CO2 3 3 3 3 2 2 2 2 3 3 2 2 3 3 3 

CO3 3 3 3 3 2 2 2 2 3 3 3 2 3 3 3 

 

List of Experiments: 

1. Implementation of Merge Sort and Quick Sort-Algorithms 

2. Implementation of a Binary Search Tree 

3. Red-Black Tree Implementation 

4. Heap Implementation 

5. Fibonacci Heap Implementation 

6. Graph Traversals 

7. Spanning Tree Implementation 

8. Shortest Path Algorithms (Dijkstra's algorithm, Bellmann Ford Algorithm) 

9. Implementation of Matrix Chain Multiplication 

10. Activity Selection and Huffman Coding Implementation. 

Total: 60 Hours 
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P19CSE106  NETWORK PROGRAMMING LABORATORY         L    T     P   C   Marks 

             0     0     4    2    100 

COURSE OUTCOMES 

At the end of course, the students will be able to 

1. Design and develop client – server applications using java 

2. Develop client – server applications using Python 

3. Simulate network applications using ns2 

 

CO / PO, PSO Mapping 

(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs 
Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 P09 PO10 PO11 PO12 PSO1 PSO2 PSO3 

CO1 3 3 3 3 3 2 2 2 2 3 2 2 3 3 3 

CO2 3 3 3 3 2 2 2 2 2 3 2 2 3 3 3 

CO3 3 3 3 3 2 2 2 2 2 3 3 2 3 3 3 

 

List of Experiments: 

1. Design a TCP client/server application 

2. Design  a UDP client/server application 

3. Design  an Iterative UDP server with 2 or 3 clients 

4. Build client applications for major APIs (Amazon S3, Twitter etc) in Python 

5. Design an application that interacts with e-mail servers in python 

6. Design  applications that work with remote servers using SSH, FTP etc in Python 

7. Create a LAN Network and compare the performance between MAC protocols using ns-2 

8. Simulate  DVR and LSR routing using ns-2 

9. Create a wireless network environment with mobile nodes and transfer the data using AODV using 

ns-2 

10. Create a TCP based network and trace the performance of Slow Start congestion control algorithm 

using ns-2 

11. You are to write a Python network server program that will accept an unlimited number of 

connections, one at a time.  Upon receiving a connection, it should send back to the client the client’s 

IP address. Then it should wait for commands from the client. Valid commands are “TIME”, “IP” 

and “EXIT”. To the TIME command, the server should return the current time (see Example of 

obtaining a time string). To the IPcommand, it should again return the client’s IP address. If the 

client closes the connection or does not respond with a command in a reasonable time (10 seconds), 

the server should close the current connection and wait for another connection (see Setting a timeout 

on a socket). To the EXIT command, your server should close all open sockets and exit. Below are 

two client programs for purposes of testing your server. Feel free to modify the client programs as 

needed while testing your server 

 

Total: 60 Hours 

 

 

 

http://faculty.salina.k-state.edu/tim/NPstudy_guide/sockets/prog1.html#timeex
http://faculty.salina.k-state.edu/tim/NPstudy_guide/sockets/prog1.html#timeex
http://faculty.salina.k-state.edu/tim/NPstudy_guide/sockets/prog1.html#timeout
http://faculty.salina.k-state.edu/tim/NPstudy_guide/sockets/prog1.html#timeout
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Sona College of Technology, Salem 

(An Autonomous Institution) 

Courses of Study for ME II Semester under Regulations 2019 

Computer Science and Engineering 

Branch: M.E. Computer Science and Engineering 

S. No Course Code Course Title Lecture Tutorial Practical Credit 
Total  

Contact Hours 

Theory 

1 P19CSE201 Advanced Databases 3 0 0 3 45 

2 P19CSE202 Machine Learning 3 0 0 3 45 

3 P19CSE508 Professional Elective –  Internet of Things 3 0 0 3 45 

4 P19CSE506 Professional Elective  –  Software Testing 3 0 0 3 45 

5 P19CSE513 Professional Elective –  Bigdata Analytics 3 0 0 3 45 

6 P19GE701 Audit Course –  English for Research Paper Writing 2 0 0 0 30 

Practical 

7 P19CSE203 Advanced Database Laboratory 0 0 4 2 60 

8 P19CSE204 Machine Learning Laboratory 0 0 4 2 60 

Total Credits 19  

 

Approved by 

 

Chairperson, Computer Science and Engineering BOS     Member Secretary, Academic Council       Chairperson, Academic Council & Principal 

              Dr.B.Sathiyabhama      Dr.R.Shivakumar           Dr.S.R.R.Senthil Kumar 

Copy to:- 

 HOD/CSE, Second Semester ME CSE Students and Staff, COE 
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P19CSE201                          ADVANCED DATABASES   L    T     P   C    Marks 

3     0     0    3     100 

COURSE OUTCOMES 

At the end of the course, the students will be able to 

 Comprehend the various database revolution 

 Work with NoSQL databases to analyze the big data for useful business 

Applications 

 Analyze the different data models based on  data representation methods and storage       needs 

 Design and develop using application programming interface with SQL and NoSQL databases 

 Discover the survey on future generation databases 

 

CO / PO, PSO Mapping 
(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs 

 

Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 P09 PO10 PO11 PO12 PSO1 PSO2 PSO3 

CO1 3 3 3 3 1 1 1 1 2 2 1 3 2 2 3 

CO2 3 3 3 2 1 1 1 1 1 1 1 3 1 3 3 

CO3 3 3 3 3 1 1 2 1 2 3 1 3 1 3 3 

CO4 3 3 3 2 2 1 2 1 1 2 1 3 1 3 3 

CO5 3 3 3 3 3 2 2 1 3 1 1 3 2 3 3 

 

UNIT I   Introduction          9 

Database Revolutions- System Architecture- Relational Database- Database Design Data Storage- 

Transaction Management- Data warehouse and Data Mining- Information Retrieval 

UNIT II    Document Databases         9 

Big Data Revolution- CAP Theorem- Birth of NoSQL- Document Database—XML Databases- JSON 

Document Databases- Graph Databases. Column Databases— Data Warehousing Schemes- Columnar 

Alternative- Sybase IQ- C-store and Vertica- Column Database Architectures- SSD and In-Memory 

Databases— In Memory Databases- Berkeley Analytics Data Stack and Spark. 

UNIT III   Distributed Database Patterns       9 

Distributed Relational Databases- Non-relational Distributed Databases- MongoDB - Sharing and 

Replication- HBase- Cassandra Consistency Models— Types of Consistency- Consistency MongoDB- 

HBase Consistency- Cassandra Consistency. 

 

UNIT IV Data Models and Storage         9 
 
SQL- NoSQL APIs- Return SQL- Advance Databases-PostgreSQL- Riak-HBase-MongoDB-Cassandra 

Query Language-MapReduce-Pig-DAG-Cascading-Spark- CouchDB- NEO4J- Redis 
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UNIT V     Future Database          9 

Database of Future-Key value database-Distrubutive transaction-Other Convergent Databases- Disruptive 

Database Technologies-Storage Technologies-BlockChain-Quantum Computing 

Total: 45 Hours 

 

REFERENCE BOOKS 

1) Abraham Silberschatz, Henry F. Korth, S. Sudarshan, “Database System 

2) Concepts”, Sixth Edition, McGrawHill 

3) Guy Harrison, “Next Generation Databases”, Apress, 2015. 

4) Eric Redmond, Jim R Wilson, “Seven Databases in Seven Weeks”, LLC. 2012 

5) Dan Sullivan, “NoSQL for Mere Mortals”, Addison-Wesley, 2015 

6) Adam Fowler, “NoSQL for Dummies “, John Wiley & Sons, 2015 
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  P19CSE202                    MACHINE LEARNING    L    T     P   C    Marks 

3     0     0    3     100 

COURSE OUTCOMES 

At the end of the course, the students will be able to 

 Comprehend machine learning basics 

 Implement supervised learning algorithms for the given  application and analyze the    results 

 Use tools to implement typical clustering algorithms for different types of applications 

 Design and implement an HMM for a sequence model type of application 

 Comprehend the advanced learning algorithms and identify the suitable applications for solving using these 

advanced learning techniques 

 

CO / PO, PSO Mapping 
(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs 
 

Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 P09 PO10 PO11 PO12 PSO1 PSO2 PSO3 

CO1 3 3 3 3 1 1 1 1 2 2 1 3 2 2 3 

CO2 3 3 3 2 1 1 1 1 1 1 1 3 1 3 3 

CO3 3 3 3 3 1 1 2 1 2 3 1 3 1 3 3 

CO4 3 3 3 2 2 1 2 1 1 2 1 3 1 3 3 

CO5 3 3 3 3 3 2 2 1 3 1 1 3 2 3 3 

 

UNIT I      INTRODUCTION          9  

Machine Learning -Machine Learning Foundations –Overview –Design of a Learning system -        Types of 

machine learning –Applications Mathematical foundations of machine learning -random variables and 

probabilities -Probability Theory –Probability distributions -Decision Theory-Bayes Decision Theory -

Information Theory 

 

UNIT II     SUPERVISED LEARNING         9 

Linear Models for Regression -Linear Models for Classification –Naïve Bayes -Discriminant Functions -

Probabilistic Generative Models -Probabilistic Discriminative Models -Bayesian Logistic Regression. 

Decision Trees -Classification Trees-egression Trees -Pruning. Neural Networks -Feed-forward Network 

Functions -Back-propagation. Support vector machines -Ensemble methods-Bagging-Boosting. 

 

UNIT III     UNSUPERVISED LEARNING        9 

Clustering-K-means -EM Algorithm-Mixtures of Gaussians. The Curse of    Dimensionality -Dimensionality 

Reduction -Factor analysis -Principal Component Analysis -Probabilistic PCA-Independent components 

analysis. 
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UNIT IV    PROBABILISTIC GRAPHICAL MODELS      9 

Graphical Models -Undirected graphical models-Markov Random Fields -Directed Graphical Models -

Bayesian Networks -Conditional independence properties -Inference –Learning-Generalization -Hidden 

Markov Models -Conditional random fields(CRFs). 

UNIT V ADVANCED LEARNING        9  

Sampling –Basic sampling methods –Monte Carlo. Reinforcement Learning-K-Armed Bandit-Elements -

Model-Based Learning-Value Iteration-Policy Iteration. Temporal Difference Learning-Exploration 

Strategies-Deterministic and Non-deterministic Rewards and Actions Computational Learning Theory -

Mistake bound analysis, sample complexity analysis, VC dimension. Occam learning, accuracy and 

confidence boosting 

Total: 45 Hours 

REFERENCE BOOKS 

1. Christopher Bishop, “Pattern Recognition and Machine Learning” Springer, 2007. 

2. Kevin P. Murphy, “Machine Learning: A Probabilistic Perspective”, MIT Press, 2012. 

3. EthemAlpaydin, “Introduction to Machine Learning”, MIT Press, Third Edition, 2014. 

4. Jure Leskovec, Anand Rajaraman and Jeffrey D. Ullman,”Mining of Massive Datasets”, Cambridge 

University Press, Second Edition. 

5. 2016Tom Mitchell, "Machine Learning", McGraw-Hill, 1997. 

6. Trevor Hastie, Robert Tibshirani, Jerome Friedman, "The Elements of Statistical Learning", Springer, Second 

Edition, 2011. 

7. Stephen Marsland, “Machine Learning -An Algorithmic Perspective”, Chapman and Hall/CRC Press, Second 

Edition, 2014 
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P19CSE204       MACHINE LEARNING LABORATORY          L    T     P   C   Marks 

                                     0     0     4    2    100 

COURSE OUTCOMES 

At the end of experiments, the students will be able to 

 Understand the implementation procedures for the machine learning algorithms 

 Solve the problems using machine learning techniques in image and language processing applications 

 Choose appropriate algorithms/ techniques to solve computing problems in real-world. 

 

List of Experiments: 

1. Implement and demonstrate the FIND-S algorithm for finding the most specific hypothesis based on a given 

set of training data samples. Read the training data from a .CSV file 

2. For a given set of training data examples stored in a .CSV file, implement and demonstrate the Candidate-

Elimination algorithm to output a description of the set of all hypotheses consistent with the training examples 

3. Write a program to demonstrate the working of the decision tree based ID3 algorithm. Use an appropriate data 

set for building the decision tree and apply this knowledge to classify a new sample 

4. Build an Artificial Neural Network by implementing the Backpropagation algorithm and test the same using 

appropriate data sets 

5. Write a program to implement the naïve Bayesian classifier for a sample training data set stored as a .CSV 

file. Compute the accuracy of the classifier, considering few test data sets. 

6. Assuming a set of documents that need to be classified, use the naïve Bayesian Classifier model to perform 

this task. Built-in Java classes/API can be used to write the program. Calculate the accuracy, precision, and 

recall for your data set 

7. Write a program to construct a Bayesian network considering medical data. Use this model to demonstrate the 

diagnosis of heart patients using standard Heart Disease Data Set. You can use Java/Python ML library 

classes/API. 

8. Apply EM algorithm to cluster a set of data stored in a .CSV file. Use the same data set for clustering using k-

Means algorithm. Compare the results of these two algorithms and comment on the quality of clustering. You 

can add Java/Python ML library classes/API in the program. 

9. Write a program to implement k-Nearest Neighbor algorithm to classify the iris data set. Print both correct and 

wrong predictions. Java/Python ML library classes can be used for this problem 

10. Implement the non-parametric Locally Weighted Regression algorithm in order to fit data points. Select 

appropriate data set for your experiment and draw graphs 

11. Case Study on google Colab 

 

Total: 60 Hours 
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P19CSE203        ADVANCED DATABASES LABORATORY            L    T     P   C   Marks 

                                          0     0     4    2    100 

   COURSE OUTCOMES 

At the end of experiments, the students will be able to 

 Create and work on distributed, object oriented and parallel databases 

 Experiment on active and deductive database 

 Design the database using XML for real time application 

 

List of Experiments: 

1. Distributed Database design for real time application 

2. Deadlock Detection Algorithm for distributed database using wait- for graph 

3. Experiment using Object Oriented Database – Extended Entity Relationship (EER) 

4. Design Parallel Database for real time application 

5. Parallel Database – Implementation of Parallel Join and Parallel Sort 

6. Active Database – Implementation of Triggers & Assertions for Bank Database 

7. Model building and interpretation of results using WEKA tool 

8. Implementation of an Efficient Query Optimization 

9. Designing XML Schema for a given database 

10. Integrate Node.js with SQL Database (MySQL/PostgreSQL/Oracle) 

11. Integrate Node.js with No SQL Database (MongoDB/Cassandra) 

 

 

 

Total: 60 Hours 
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P19CSE506   SOFTWARE TESTING    L T P C Marks 

            3 0 0  3   100 

COURSE OUTCOMES 

At the end of each unit, the students will be able to 

 Interpret a model for testing and understand the process of testing 

 Apply software testing techniques in real-time projects 

 Assess the adequacy of test suites using program control flow and data flow 

 Use industry-standard testing tools such as JUnit, Code Cover, and IBM Rational Functional Tester. 

 Analyze the strengths and weaknesses of well-established testing techniques and select the appropriate ones for 

particular real-time projects 

 

CO / PO, PSO Mapping 
(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs 

 
Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 P09 PO10 PO11 PO12 PSO1 PSO2 PSO3 

CO1 3 3 3 3 1 1 1 1 2 2 1 3 2 2 3 

CO2 3 3 3 2 1 1 1 1 1 1 1 3 1 3 3 

CO3 3 3 3 3 1 1 2 1 2 3 1 3 1 3 3 

CO4 3 3 3 2 2 1 2 1 1 2 1 3 1 3 3 

CO5 3 3 3 3 3 2 2 1 3 1 1 3 2 3 3 

 

UNIT I FUNDAMENTALS        8 

 Purpose of Testing – A Model for Testing – A Taxonomy of Bugs – Path Testing– Predicates – 

Path Predicates and Achieving Paths – Path Sensitizing Path Instrumentation – Implement and 

Application of Path Testing. 

 

UNIT II TRANSACTION–FLOW TESTING     10 

 Transaction Flows – Transaction – Flow Testing Techniques – Data Flow Testing Basics – Data 

Flow Testing Strategies – Domain and Paths – Domain Testing – Domain and Interface Testing – 

Domains and Testability 

 

UNIT III METRICS         9 

 Metrics – What and Why – Linguistic Metrics – Structural Metrics – Hybrid Metrics – Metrics 

Implementation 

 

UNIT IV SYNTAX TESTING        9 

 Why – What – and How – A Grammar for formats – Test Case Generation-Implementation and 

Application – Logic Based Testing – Overview – Decision Tables  – Path Expression  – KV Charts 

–Specifications 
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UNIT V IMPLEMENTATION       9 

 Overview – Strategies for Programmers – Strategies for Independent Testers Tests for Software 

Products –Tools. 

Total: 45 Hours 

 

REFERENCE BOOKS 

1. Boris Beizer, “Software Testing Techniques”, 2nd Edition, Dream tech press, 2003 

2. Ed Edward Kit, “Software Testing in the Real World - Improving the Process”, Pearson 

Education, 2004 

3. William E. Perry, “Effective methods for software testing”, 2nd Edition, John Wiley, 2000 
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P19CSE513  BIG DATA ANALYTICS   L    T     P   C    Marks 

         3     0     0    3     100 

COURSE OUTCOMES 

At the end of each unit, the students will be able to – 

 Deploy the data analytics lifecycle to address big data analytics projects 

 Writing R programs for various applications 

 Apply appropriate analytic techniques and tools to analyze big data, create statistical models, and identify 

insights that can lead to actionable results 

 Use R and RStudio, MapReduce / Hadoop tools to perform in-database analytics 

 Design various applications by selecting appropriate data visualizations to clearly communicate analytic 

insights to business sponsors and analytic audiences 

 

CO / PO, PSO Mapping 
(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs 

 
Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 P09 PO10 PO11 PO12 PSO1 PSO2 PSO3 

CO1 3 3 3 3 1 1 1 1 2 2 1 3 3 2 3 

CO2 3 2 3 3 2 1 1 1 1 1 1 3 3 3 3 

CO3 3 3 3 3 2 2 2 1 2 3 1 3 3 3 3 

CO4 3 3 3 2 3 1 2 1 1 2 1 3 3 3 3 

CO5 3 3 3 3 3 2 2 1 3 1 1 3 2 3 3 

 

UNIT I INTRODUCTION TO BIG DATA ANALYTICS     10 

Big Data Overview - State of the Practice in Analytics - The Data Scientist - Big Data Analytics in Industry 

Verticals. Data Analytics Lifecycle – Discovery - Data Preparation - Model Planning - Model Building - 

Communicating Results – Operationalizing 

 

UNIT II REVIEW OF BASIC DATA ANALYTIC METHODS USING R   9 
Using R to Look at Data – Introduction to R - Analysing and Exploring the Data - Statistics for Model 

Building and Evaluation 

 

UNIT III ADVANCED ANALYTICS – THEORY AND METHODS    9 

K Means Clustering - Association Rules - Linear Regression - Logistic Regression - Naïve Bayesian 

Classifier - Decision Trees - Time Series Analysis - Text Analysis 

 

UNIT IV ADVANCED ANALYTICS - TECHNOLOGIES AND TOOLS   9 

Analytics for Unstructured Data - Map Reduce and Hadoop - The Hadoop Ecosystem, In-database Analytics 

– SQL Essentials - Advanced SQL and MADlib for In-database Analytics 

 

UNIT V THE ENDGAME OPERATIONALZING AN ANALYTICS PROJECT  9 

Creating the Final Deliverables - Data Visualization Techniques – Case Studies 

Total: 45 Hours 
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REFERENCE BOOKS 

 
1. Data Science and Big Data Analytics: Discovering, Analyzing, Visualizing and Presenting Data, EMC 

Educational Services, January 2015 

2. Ken W.Collier,”AgileAnalytics:A value driven Approach to Business Intelligence and DataWarehousing”, 

Pearson Education ,2012. 

3. Donald Miner,”MapReduce Design Patterns” O’Reilly ,2012 
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P19CSE508  INTERNET OF THINGS                   L    T     P   C    Marks 

            3     0     0    3     100 

COURSE OUTCOMES 

At the end of the course, the students will be able to 

 Comprehend the evolution and applications of IoT 

 Identify suitable/appropriate sensors for an application and understand circuits 

 Analyze different options for Embedded systems, connectivity and networking protocol and apply the 

appropriate one for a given application 

 Write programs using Arduino and Raspberry Pi for simple applications 

 Design and develop applications by considering the security challenges 

 

CO / PO, PSO Mapping 
(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak 

COs 

 

Programme Outcomes (POs) and Programme Specific Outcome (PSOs) 

PO1 PO2 PO3 PO4 PO5 PO6 PO7 PO8 P09 PO10 PO11 PO12 PSO1 PSO2 PSO3 

CO1 2 2 3 3 1 2 1 1 2 2 1 3 2 2 3 

CO2 3 2 3 2 3 3 3 2 1 3 1 3 1 3 3 

CO3 3 3 3 3 2 1 2 2 2 3 1 3 1 3 3 

CO4 3 3 3 2 2 1 2 1 2 3 2 3 1 3 3 

CO5 3 3 2 3 3 2 3 2 3 3 3 3 2 3 3 

 

 

UNIT I IOT – MOTIVATION AND APPLICATIONS     9 

Importance of IoT. Motivating Applications of IoT:   

Smart Cities- Smart Waste Management, Smart Street Lights, Smart Street Parking, Security without 

Surveillance, Connected Vehicles. Healthcare- Baby Monitoring, Elderly Monitoring, Mood Enhancing, 

Disease Treatment and Progression Monitoring, Enhance Adherence, Challenges. Agriculture- Precision 

Agriculture, Connected Livestock, Food Safety. Manufacturing and Logistics- Smart Manufacturing- Smart 

Packaging, Smart Label. Smart Electricity Grid- Managing Supply and Demand. Home Automation 

 

UNIT II SENSORS AND CIRCUITS       9 

Sensor – Introduction, Terminology, Behavior, Selection,Circuits – Overview and Applications, Battery 

Issue and Energy Management, Wireless Link, Digital and Analog – Digital Computing, Analog to Digital 

Interfaces 

 

UNIT III EMBEDDED SYSTEMS, CONNECTIVITY AND NETWORKING  9 

Embedded Systems – Overview, Technology Drivers, Energy, Microcontrollers, Software Connectivity and 

Networking – Introduction, Connectivity Challenges in IoT, Energy Harvesting Transmitters, Massive 

Multiple Access, Computation vs Communication 
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UNIT IV ARCHITECTURE AND PROGRAMMING     9 

IoT Architectures – embedded System, Gateway and Cloud (MGC) Architecture and other reference models 

and architectures Arduino vs Raspberry Pi vs Electric Imp – Key features and comparisons Arduino 

Interfaces – Arduino IDE – Programming 

 

UNIT V IOT CHALLENGES AND SECURITY STANDARDS   10 

Technology Challenges – Security, Connectivity, Compatibility and Longevity, Standards, Intelligent 

Analysis and Actions .IoT Society Challenges – Privacy, Regulatory Standards -IoT security lifecycle - 

Cloud services and IoT – offerings related to IoT from cloud service providers – Cloud IoT security controls 

– An enterprise IoT cloud security architecture – New directions in cloud enabled IoT computing 

Total: 45 Hours 

REFERENCE BOOKS 

1. "The Internet of Things: Enabling Technologies, Platforms, and Use Cases", by Pethuru Raj and Anupama C. 

Raman (CRC Press) 

2. Adrian McEwen and Hakim Cassimally, “Designing the Internet of Things”, John Wiley & Sons Ltd., UK, 

2014. 

3. "Internet of Things: A Hands-on Approach", by ArshdeepBahga and Vijay Madisetti (Universities Press) 

4. Dieter Uckelmann, Mark Harrison and Florian Michahelles, “Architecting the Internet of Things”, Springer, 

NewYork, 2011 

5. Olivier Hersent, David Boswarthick and OmarElloumi, “The Internet of Things: Key Applications and 

Protocols”, John Wiley & Sons Ltd., UK, 2012. 

6. B. Rusell and D. Van Duren, “Practical Internet of Things Security,” Packet Publishing, 2016. 
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M E est DI gen

CO / PO, PSO Mapping
(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak

Programme Outcomes (POs) and Programme Specific Outcome (PSOs)COs

WP WPFoUo P03 P04 P05 P06 P08 P09 POIO POllP07
23 3 23 3 3 2 2 2 2 3

3C02 3 2 3 33 2

3 333 3 2 2 2 3

3 2 22 3233

33 33 3 2 332 22

P19CSE505 NETWORK SEctJRrrY 3003 100

CQU£LQUI£QWS
At the end of each unit, the students will be able to

Compare the various conventional encryption algorithmse

e

e

•

e

Apply number theory in public key encryption schemes to encrypt messages
Analyze the various authentication algorithms and Hash functions
Analyze the various the network security tools and applications
Analyze the various techniques to protect the system from security threats and viruses

UNrr I HVTRODUCTION 9

OSI Security Architecture - Classical Encryption techniques - Cipher Principles - Data
Encryption Standard - Block Cipher Design Principles and Modes of Operation -
Evaluation criteria for AES - AES Cipher – Triple DES - Placement of Encryption
Function - Traffic Confidentiality

UNIT n PUBLIC KEY CRYPTOGRAPXY 9

Introduction to Number Theory - Con$dentiahty using Symmetric Encryption - Public Key
Cryptography and RSA - Key Management - Diffie-Hellman key Exchange - Elliptic Curve
Architecture and Cryptography

UNrr Ill AUTHENTICATION AND HASH FUNCTION 9

Authentication requirements - Authentication fUnctions - Message Authentication Codes -

Hash Functions - Security of Hash Functions and MACs - MD5 message Digest algorithm -
Secure Hash Algorithm - RIPEMD - HMAC Digital Signatures - Authentication Protocols -
Digital Signature Standard

UNIT TV NETWORK SECURITY 9

Authentication Applications: Kerberos - X.509 Authentication Service - Electronic Mail
Security - PGP - S/MTME - IP Security - Web Security

05.07.2023 I
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UNIT V SYSTEM LEVEL SECURITY 9

Intrusion detection - password management - Viruses and related Threats - Virus Counter
measures – Firewall Design Principles - Trusted Systems

Total: 45

REFERENCE BOOKS
1.

2.

3

4.

5

6.

S. Bose, P. Vijayakumar, “Cryptography and Network Security”, Pearson India, lst
Edition, 2017
William SaIlings, “Cryptography and Network Security: Principles and Practice”, 6th
Edition, PHI, 2014
Wenbo Mao, “Modern cryptography: Theory and Practice”, HP / PHI, 2003
Atul Kahate, "Cryptography and Network Security", third edition, Tata McGraw-Hill,
2013

Bruce Schneier, " Applied Cryptography", John Wiley & Sons Inc, 2015
Charles B. Pfleeger, Shad Lawrence Pfleeger, "AnalyzingCompuer security", Third
Edition, Pearson Education, 2012

s%;M 1 B F E a 1 H rT1M(d1hDr.B.
PROFESSOR & HEAD,

Dept. of Compiler Science and Engineering
SONA COLLEGE OFTE6HNOLOGY

SALEM- 636005
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P19CSE510 DATA WAREHOUSING AND DATA MUVING L T P C Marks
300 3 100

COURSE OUTCOMES
At the end of the course, the students will be able to

e

B

e

•

e

Describe the role of statistics in data mining and identify a suitable mining technique to
solve the given problem
Identify and apply various data preprocessing techniques to improve data quality
Analyze various classifications and clustering methods
Apply OLAP operations to query processing in data mining
Apply various mining techniques to developing areas-Web mining, Text mining and
social networks and time series data

CO / PO, PSO Mapping
(3/2/1 indicates strength of correlation) 3-Strong, 2-Medium, 1-Weak

Specifi1 (PSOs)(POs) and P]
POI POI PSO

3

3

E;[l73
[333

==3

IINn I UVTRODUCTION 9

Relation to Statistics, Databases- Data Mining Functionalities-Steps in Data Mining Process-
Architecture of a Typical Data Mining Systems- Classification of Data Mining Systems -
Overview of Data Mining Techniques-Issues

UNrr II DATA PREPROCESSING AND ASSOCIATION RULES 9

Data Preprocessing-Data Cleaning, Integration, Transformation, Reduction, and Discretization
Concept Hierarchies- Concept Description: Data Generalization And Summarization Based
Characterization- Mining Association Rules in Large Databases – Analysis of Attribute
Relevance- Exploratory Data Analysis Using tools(Python, Weka and R).

UNIT in PREDICTIVE MODELUVG 9

Classification and Prediction: Issues Regarding Classification and Prediction-Classification By
Decision Tree Induction-Bayesian Classification-Classification by Back Propagation - Other
Classification Methods-Prediction- Clusters Analysis: Types Of Data in Cluster Analysis-
Categorization Of Major Clustering Methods: Partitioning Methods –Hierarchical Methods –

05.07.2023 ,,__(-=
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Density Based Methods – Grid Based – Model Based – Outlier Analysis- Case Studies using
tools(Python, Weka and R)

UNrr rv DATA WAREHOUSDVG 9

Data Warehousing Components -Multi Dimensional Data Model- Data Warehouse Architecture-
Data Warehouse Implementation- -Mapping the Data Warehouse to Multiprocessor
Architecture- OLAP Need-Categorization of OLAP Tools – OLAP Operations in
Multidimensional Data Model

UNrr V APPLICATIONS 9

Recent trends in Distributed Warehousing and Data Mining, Class Imbalance Problem; Graph
Mining; Social Network Analysis-Web Mining- Sentimental Analysis-Mining Multimedia data
on the Web, Automatic classification of Web documents- Mining Time Series data and
Sequential Pattern Mining

Total: 45

REFERENCE BOOKS
Jiawei Han, Micheline Kamber, "Data Mining:
Kaufmann Publishers, 2002.

I Concepts and Techniques", Morgan

Alex Berson,Stephen J. Smith, “Data Warehousing, Data Mining,& OLAP”, Tata
Mcgraw- Hill, 2004.
Usama M.Fayyad, Gregory Piatetsky - Shapiro, Padhrai Smyth And Ramasamy
Uthurusamy, " Advances in Knowledge Discovery And Data Mining", The M.I. T Press,
1996

Ralph Kimball, "The Data Warehouse Life Cycle Toolkit", John Wiley & Sons Inc.,
1998

Sean Kelly, "Data Warehousing in Action", John Wiley & Sons Inc., 1997.

Vipin Kumar, Introduction to Data Mining - Pang-Ning Tan, Michael Steinbach, Addison
Wesley, 2006.
Jure Leskovec, Anand Rajaraman and Jeffrey D. Ullman,”Mining of Massive Datasets”,
Cambridge University Press, Second Edition,2016
G Dong and J Pei, Sequence Data Mining, Springer, 2007.8.
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